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Abstract.  Web personalization has demonstrated to be advantageous for both 
online customers and vendors. However, its benefits are severely counteracted 
by privacy concerns. Personalized systems need to take these into account, as 
well as privacy laws and industry self-regulations that may be in effect. When 
these constraints are present, they not only affect the personal data that can be 
collected, but also the methods that can be used to process the data. The present 
research aims at maximizing the personalization benefits, while at the same 
time satisfying the currently prevailing privacy constraints. Since such privacy 
constraints can change over time, we seek a systematic and flexible mechanism 
that can cater to this dynamics. We looked at several existing approaches and 
found that they fail to present a practical and efficient solution. Inspired by the 
ability of software product lines to support software variability, we propose a 
user modeling architecture based thereon that supports architectural level 
configuration management to dynamically select personalization methods that 
satisfy current privacy constraints. A pilot experiment is being carried out with 
the support of an existing user modeling server and a software architecture 
based development environment. 

1 Introduction  

Personalization technologies have been successfully introduced on the World Wide 
Web where they are mostly used for customer relationship management [1]. A 
number of studies show that personalization has provided benefits for both online 
customers and vendors [2, 3].  

However, personalization benefits are offset by privacy concerns [4-7]. Since 
personalized websites collect personal data, they are also subject to privacy laws and 
regulations if the respective individuals are in principle identifiable. A review of 
nearly 30 international privacy laws [8] shows that if privacy laws apply to a 
personalized website, they often not only affect the data that are collected by the 
website and the way in which data is transferred (e.g., to which party), but also the 
methods that may be used for processing them (and consequently the components that 
embed such methods). For instance, the German Teleservices Data Protection Act [9] 
mandates personal data to be erased immediately after each session except for very 
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limited purposes. This provision could affect the use of machine learning methods 
where the learning takes place over several sessions.  

From a personalization point of view, we ask the research question: how can 
personalized web-systems maximize the personalization benefits, while at the same 
time being compliant with the privacy constraints that are currently in effect (such as 
privacy laws, industry and company regulations, and the privacy preferences of the 
current user)? The remainder of this article is organized in the following way: we will 
discuss several existing approaches in Section 2, our proposed software product line 
approach in Section 3, our pilot experiment in Section 4, our example in Section 5, 
and finally present conclusions in Section 6. 

2 Existing Approaches 

2.1 Anonymous Personalization 

Basically, this approach allows users to remain anonymous with regard to the 
personalized system and the whole network infrastructure, whilst enabling the system 
to still recognize the same user in different sessions so that it can cater to her 
individually [10]. At first sight, this seems to be the panacea because in most cases 
privacy laws do not apply any more when the interaction is anonymous. However, 
anonymity is currently difficult and/or tedious to preserve when payments, physical 
goods and non-electronic services are being exchanged, it harbors the risk of misuse, 
and it hinders vendors from cross-channel marketing (e.g. sending a products catalog 
to a web customer by mail). Moreover, users may still have additional privacy 
preferences (e.g., they do not want profiling even when it is only done 
pseudonymously), to which the personalized system needs to adjust. 

2.2 Largest Permissible Dominator 

Ideally, this approach means that only those personalization methods that meet all 
privacy laws and regulations are used. The Disney website for instance meets both the 
U.S. Children’s Online Privacy Protection Act (COPPA) as well as the European 
Union Directive [11]. This solution is likely to run into problems if more than a very 
few jurisdictions are involved, since the largest permissible denominator may then 
become very small. 
 

2.3 Different Country/Region Versions  

In this approach, personalized systems have different country versions, with 
personalization methods only that are admissible in the respective country. If 
countries have similar privacy laws, separate versions can be built for these countries 



combined, using the above-described largest permissible denominator approach. For 
example, IBM’s German-language pages meet the privacy laws of Germany, Austria 
and Switzerland [12], while IBM’s U.S. site meets the legal constraints in U.S. This 
approach is also likely to be infeasible as soon as the number of countries/regions, and 
hence the number of different versions of the personalized system, increases. 

3 Our approach 

User modeling systems are widely used for supporting user-adaptive applications. In 
industry, most such systems use a client-server architecture. A User Modeling Server 
(UMS) stores and represents user characteristics and behavior, integrates external 
user-related information, applies user modeling methods to derive additional 
assumptions about the user, and allows multiple external user/client adaptive 
applications to retrieve user information from the server in parallel [13]. Since privacy 
constraints directly affect UMSs, we suggest addressing them in the UMS design.  

3.1 A Dynamic Privacy-Enabling User Modeling Architecture 

For many personalization goals, more than one method can often be used that differ in 
their data and privacy requirements and their anticipated accuracy and reliability. For 
example, a personalized website could use incremental machine learning (that 
discards all raw data after the end of a session) to provide personalization to web 
visitors from Germany2, while it can use possibly better one-time machine learning 
with the data stored across several sessions to provide personalization to web visitors 
from the U.S. who are not subject to this constraint. We propose a software 
architecture that encapsulates different personalization methods in individual 
components and, at any point during runtime, ascertains that only those components 
can be operational that are in compliance with the currently prevailing privacy 
constraints. Moreover, the architecture can also dynamically select the component 
with the optimal anticipated personalization effects among those that are currently 
permissible. To implement this design, we choose the Software Product Line (SPL) 
approach from software architecture research. 

3.2 Software Product Line Architecture (PLA) 

Software Product Lines have been successfully introduced in industrial software 
development for improving productivity, software quality and time-to-market [14]. A 
product line architecture represents the architectural structure for a set of related 
products by defining core elements that are present in all product architectures, and 
variation points where differences might occur among specific product architectures. 
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Each variation point is guarded with a Boolean expression. Given a set of desired 
properties or bindings (expressed in name-value pairs), a particular product 
architecture can be selected out of a product line architecture by resolving the 
Boolean guards of each variation point.  

Treating software as a product line is a new approach to support software 
variability from design-time to invocation-time to run-time [15]. We conceive our 
user modeling server as a product line architecture, where each personalization 
component (embedding a specific personalization method) forms a variation point in 
the architecture. Components that are in compliance with the currently prevailing 
privacy constraints will be flagged, and only those will be able to operate. If required, 
the architecture can additionally select the component with the highest personalization 
benefits based on a designer-specified preference order. 

4 Pilot Experiment 

We are conducting a feasibility study based on an existing user modeling server and 
an architecture-based software development environment. Figure 1 shows our 
privacy-enabling user modeling architecture implemented as a product line architec-
ture.   
 

 
 

Fig. 1. A Dynamic Privacy-Enabling User Modeling Architecture 

4.1 ArchStudio 3.0 – An architecture-base development environment 

Our user modeling architecture is implemented in Archstudio 3.0 [16], which supports 
architecture-level configuration management (such as versioning, diff and merge 
operations) and deployment of product line architectures. We express the UMS in 



xADL 2.0 [17], the underlying XML-based architectural description language for 
ArchStudio 3.0.  

4.2 External User-Adaptive Applications  

On the left side of Figure 1, we see several external user-adaptive applications that 
query user information from the UMS in order to provide personalization services, 
and supply new information about the user. They communicate with the UMS using 
standard LDAP operations such as add, search, bind and unbind.  

4.3 Directory Component 

We used an existing LDAP-based3 common user data repository [18] as our test bed 
for managing user models. The repository is represented as Directory Component in 
Figure 1 and is composed of two sub-systems: Representation and Scheduler. The Re-
presentation sub-system is in charge of managing directory content (i.e., mainly user-
related information). The Scheduler sub-system is responsible for the communication 
between the Directory Component and various User Modeling Components (UMC).  

4.4 User Modeling Components (UMC) 

On the right side of Figure 1, we see a set of user modeling components. Each of 
these components embodies a user modeling method (e.g., collaborative filtering, 
domain-based inferences). A UMC can subscribe to certain types of internal events of 
Directory Component by maintaining event subscriptions in the Service Model hosted 
by the Representation sub-system. After the launch of the UMS, the Scheduler loads 
event subscriptions from the Service Model. Subsequently, the Scheduler periodically 
checks the Service Model for new entries and, if necessary, updates its internal 
subscription tables accordingly. Henceforth, the Scheduler acts as an event broker that 
supervises LDAP events within the Directory Component and communicates them 
together with associated data to UMCs. 

In our product line architecture, UMCs are treated as variant components guarded 
by Boolean expressions which express privacy constraints4 pertaining to the 
personalization methods incorporated in these components.  

4.5 Selection Component 

The Selection Component which is shown in the top part of Figure 1 subscribes to the 
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LDAP events of the Directory Component. The Selection Component comprises two 
sub-components: Selection Manager and Translator. The main use of the Selector 
Manager is to carry out the dynamic user modeling component selection described in 
Section 4.6. The Selection Manager is implemented in a component-based and 
message-based architectural style called C2 [22]. The Translator maps the LDAP 
events to C2 messages. Figure 2 shows the internal architecture of the Selection 
Manager. The xArchADT stores the architectural description of the PLA. The 
Selector performs the selection of personalization methods, and the Manager 
orchestrates the whole selection and instantiation process.  
 

 
 

Fig. 2. Internal Structure of the Selection Manager 

4.6 Dynamic Selection Mechanism 

The Manager monitors the start and end of user sessions via external applications’ 
LDAP bind and unbind operations onto the UMS. When the Manager detects the start 
of a user session, it initiates a Privacy Context Detection process that will collect all 
the active privacy constraints and then generate corresponding variable bindings for 
the privacy constraints of all UMCs. A similar process will be carried out whenever 
during a user session the Manager learns about new or changed privacy requirements 
(which for all practical purposes will stem from user preferences since privacy laws 
and regulations are unlikely to change during a user session). 

The bindings are fed into the Selector that will carry out a PLA selection process. 
First, the Boolean guards of all UMCs are evaluated based on their variable bindings, 
to determine whether or not these UMCs may be included in the user modeling archi-
tecture for the current user session. A binary Privacy Constraint Satisfaction (PCS) 
vector is constructed whose nth element represents whether or not the nth UMC may be 
used. The Selector checks whether a run-time system instance with such a PCS 
already exists. If so, the Manager will assign the user session to the existing run-time 
system instance that has the same PCS. If not, the Selector will perform PLA Pruning 
that automatically removes any disallowed components from the architecture, and 
then the Manager instantiates a new run-time system instance for the user session. 

 



The following pseudo-code illustrates the above dynamic selection mechanism: 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  The Selection Manager monitors LDAP bind and unbind events of user sessions: 
On bind:  

Privacy Context Detection: 
Collect the current privacy constraints (e.g., privacy laws and regulations); 
Generate variable bindings for Boolean guard expressions of UMCs; 

PLA selection, based on variable bindings: 
Evaluate Boolean guards for UMCs; 
Construct a new Privacy Constraints Satisfaction (PCS) vector V where element 
V[i] signifies whether UMCi may be used (1) or not (0) for the user session; 

IF there already exists an identical PCS THEN  
 Assign the user session to the existing run-time system instance; 

numOfSessions ++; //add 1 to the number of sessions handled by this instance 
       ELSE 

       PLA Pruning: 
Prune out UMCs whose Boolean guards are resolved to FALSE, meaning 
they are in conflict with the privacy constraints in effect; 

                Instantiate a new run-time system instance for the user session; 
                numOfSessions =1; // assign the user session to the new run-time instance 

          
On unbind: 

       numOfSessions - -; // decrease the number of sessions handled by this instance by 1 
       IF numOfSessions == 0 THEN 

 Kill the corresponding run-time system instance; 
 

If new/changed user privacy preferences are detected: 
Similar process as on bind, but simplifications are possible; 

5    Example  

UniversalFriends.com is a website run by UniversalFriends LLC in the USA, a 
signatory of the U.S. Network Advertisers Initiative. The goal of this website is to 
bridge physical distances between people and to foster universal friendship via 
information technology. It provides personalized services to help customers make 
friends worldwide. Upon registration, each user will be asked to choose a 
pseudonymous user ID along with a password and provide some information about 
themselves (e.g., their hobbies). Users will be given some space on the 
UniversalFriends web server to create their own homepages. Based on a user’s 
characteristics, the system will recommend a personalized list of likely friends, and 
will automatically send invitations for pairwise virtual meetings.  

The UniversalFriends web server relies on our privacy-enabling user modeling 
server to provide inferred information about users to recommend potential friends. 
More specifically, inferences about a user are calculated by different user modeling 
components from the User Modeling Components Pool as shown in Table 1. 

 



User Modeling 
Component 

Data used Methods used 

UMC1 • Demographic data  
(age, gender, profession, 
education level and so forth) 

Clustering techniques using 
demographic data (e.g., 
recommend people in the same 
profession cluster). 

 

UMC2 • User-supplied data 
(e.g., a user indicates her 
levels of interests in 
different topics) 

Rule-based reasoning (e.g., if a 
user indicates a high interest in a 
specific topic, we infer that she 
would like to meet people with 
similar ratings for the topic). 

 

UMC3
 

• User-supplied data Fuzzy reasoning with uncertainty 
(e.g., if a user indicates a high 
interest in a specific topic, we are 
95% confident to infer that she 
would like to meet people with 
similar ratings for the topic). 

UMC4 • Demographic data 
• User-supplied data 

Rule-based reasoning 
 

UMC5 • Demographic data 
• User-supplied data 

Fuzzy reasoning with uncertainty 
  

UMC6 Incremental machine learning • User-supplied data 
• The  UniversalFriends 

pages the user visited in 
the current session   

 

UMC7
 

One-time machine learning 
 

• User-supplied data 
• The  UniversalFriends  

pages the user visited 
across sessions 

UMC8 One-time machine learning, • Demographic data 
 • User-supplied data 

• The  UniversalFriends 
pages the user visited 
across sessions 

Fuzzy reasoning with uncertainty 

Table 1. Different User Modeling Components in the User Modeling Components Pool 

Let us assume that we have three users: Alice, Cheng and Bob. Table 2 describes 
their information: 

 
Name Nationality / Current Location Privacy preference 
Alice Germany None 
Cheng China Dislike being tracked 
Bob The United States None 

 
Table 2. Information about our hypothetic users 



Figure 3 illustrates the process of how our privacy-enabling user modeling 
architecture caters to each individual user.  

 

 
 

Fig. 3 Privacy-enabling User Modeling Process  
 
 



As is shown in Figure 3, the user modeling process is controlled by the Selection 
Component. Assume that the three users have requested the website for 
recommendations of potential friends. The web server will bind to the Directory 
Component (an LDAP server in our implementation) and then send relevant user 
information to the individual user models. The Selection Component will check users’ 
privacy constraints via a privacy context detection, which in turn will generate the 
bindings of each user modeling component for every user (i.e., whether or not it can 
be used according to the user’s privacy constraints), and filter out the UMCs that are 
not allowed to operate.  

The privacy constraints that apply to each of the three individual users and their 
implications to the UMCs are discussed below: 

For Alice, Germany’s Tele-Services Data Protection Law applies: 
• UMC4, UMC5, UMC8 are illegal because the law prohibits combining user 

profiles retrievable under pseudonyms with data relating to the bearer of the 
pseudonym. 

• UMC7, UMC8 are illegal because the law mandates personal data to be erased 
immediately after each session except for very limited purposes. 

Therefore, UMC4, UMC5, UMC7, UMC8 cannot be used for Alice. 
Despite no privacy law that can apply to Cheng was found, she has her own 

personal privacy preference as “dislike being tracked”. UMC6, UMC7, UMC8 cannot 
be used because the system cannot keep track of the pages she visits on 
UniversalFriends.com.  

For Bob from the United States, UMC4, UMC5 and UMC8 cannot be used 
according to the NAI self-regulation [23] if he does not give consent on merging non-
personally identifiable use data with personally identifiable demographic data.5

To provide privacy-enhanced personalized services to users, the Selector 
Component will produce a PCS vector and instantiate a new run-time system instance 
for each user, or use an existing instance if its PCS is the same as that of another user.  

6    Conclusions 

Our approach facilitates the construction of personalized websites operate in a 
privacy-aware manner (both with respect to legal and user requirements). Our 
software product line approach allows personalized websites to address the 
combinatorial complexity of privacy constraints in a systematic and flexible manner, 
which builds on state-of-the-art industry practice for managing software variants at 
runtime. We aim at exploring the feasibility of this approach using an existing user 
modeling server and empirically established privacy constraints.
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